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I. EXTENDED ABSTRACT

Nowadays, Big Data Analytics (BDA) requires complex
processing that relies on hardware resources that are often
energy-intensive, whether for storage, data transfer, or com-
putational tasks. This demand arises at a time when energy
savings are crucial: to reach net-zero emissions by 2050, the
digital sector’s power consumption must be reduced by 55%.

Addressing this issue begins with accurately measuring
energy consumption. Although some research focuses on the
energy consumption of software applications, few studies
provide measurement methods that account for complex ar-
chitectures, like Data Lakes, which involve a full range of
applications and hardware resources [1]. Current measure-
ment approaches include physical sensors that assess device
power consumption but do not distinguish between different
applications or hardware components [2]. Another approach
involves software tools that evaluate energy use at the process
or code fragment level. However, these tools often overlook
components essential for BDA, such as RAM and I/O devices
[3]–[5]. Other software tools consider a range of hardware
components, yet limit their analysis to specific workloads over
set periods and may lack compatibility with new operating
system versions [1]. Meanwhile, some approaches track the
full journey of client requests in distributed environments but
are unsuitable for long-term analysis of complex systems like
BDA [6].

We introduce ECOFLOC, a BDA-compatible tool for mea-
suring applications’ energy consumption. ECOFLOC collects
power values from hardware components and application
loads —including processes, subprocesses, and threads— via

GNU/Linux interfaces (with Windows support forthcoming)
and converts them into energy data through specific mathemat-
ical computations. For example, CPU energy is derived from
capacitance, voltage, and frequency; RAM from read/write
operations; NIC and storage from data transfer loads; and GPU
from real-time power data provided by the driver.

ECOFLOC allows users to specify not only the applications
and hardware components to be analyzed, but also the analysis
frequency, total analysis duration, and the option to monitor
intermittent applications (those that may start and stop repeat-
edly).

We evaluated ECOFLOC during the ingestion and meta-
data generation phases of a Data Lake, using a benchmark
specifically designed to assess Big Data operations within
such an environment [7]. The ingestion phase manages the
transfer and storage of data, including PDF files and structured
data. The metadata generation phase enhances data governance
within the Data Lake. This process involves several stages:
transforming source data, optimizing data, generating meta-
data, and performing similarity analyses. These operations rely
on a complex technical architecture comprising Elasticsearch,
MongoDB, Neo4j, and SQLite instances.

Figure 1 shows the energy consumption of data ingestion
and metadata generation operations in the benchmark. For data
ingestion, the storage device was the most energy-intensive
component, consuming 197.46 J (39.8% of the total), followed
by RAM at 111.95 J (22.6%), and the network card at
86.39 J (17.4%), reflecting the I/O-intensive nature of these
operations. In contrast, metadata processing showed higher
energy consumption in the CPU (637.27 J, 46.7%) and RAM
(581.23 J, 42.6%) due to the nature of the tasks involved.

With ECOFLOC, we can detail the energy consumption of
each hardware component for specific operations performed



Fig. 1. Energy Consumption for Data Ingestion and Metadata Generation

by an application or complex system. This insight supports
energy-saving strategies across various areas, such as load
balancing, code optimization, and data processing.
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