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Cloud applications have many benefits, such as high avail-
ability, low cost of maintenance, and elasticity [1], with the last
one focusing on scalability, cost efficiency, and time efficiency.
These characteristics, aligned with hardware provisioning,
allow to configure an application according the available
resources. These resources are allocated to answer different
goals of cloud applications. However, they are not directly
accessible to clients but managed through cloud providers in
Virtual Machines (VMs) [2].

Self-adaptive systems (SAS) are conceived as a way to
avoid and correct, under certain constraints, the degradation
of quality of service (QoS) of software during its execution,
which can be due to changes in environmental conditions.
SAS is used in the context of cloud-based applications to
allow their elasticity by applying various configurations, thus
avoiding the degradation of their QoS. Recent works mainly
focus on the analysis of the CPU usage and resource allocation
of cloud applications, neglecting the analysis of their impact
on energy consumption [3].

Energy-awareness and energy efficiency are two QoS in
our research. Energy efficiency means consuming less energy
to perform a given task, whilst energy-awareness refers to
the knowledge on the energy consumed when performing a
given task. Energy-awareness is expected to have an indirect
positive impact on energy efficiency itself [4]. Energy and
Power consumption are the metrics used for evaluating energy
efficiency and energy awareness of software.

The increase of energy consumption in cloud systems turns
light over the amount of hardware resources provisioned
in virtual machines [5]. Researchers are recently attracted
on comparing the energy consumed by cloud architectures,
for instance in [6] authors compared the impact of energy
consumption of six cloud patterns, to provide, at design-time,
guidelines of building more energy efficient cloud applica-
tions. However, in SAS context, energy efficiency and energy
awareness, as QoS criteria at run-time in cloud applications,
are still challenging because they require a deep analysis of
the resource requirements and the behavior of applications.

The energy consumption of applications is usually deter-
mined through resources analysis or using power meters, such
as CPU profiling, as pointed out by [7], the consumed power
by the CPU is related to CPU utilization and CPU frequency.

Or machine’s battery measurements, such as presented by [8]
to monitor the power consumption of serverless functions.
Serverless function presents the advantage that it is possible
to compute the amount of energy, once the function has a start
time and end time. But this analysis is made concerning the
entire VM. SAS usually uses these methodologies to trigger
some adaptations, such as in [9] applying at datacenters,
optimizing the maximization of the use of renewable energies.
In the literature, there is no work concerning the energy
consumption at the application level of cloud applications.

Adaptations concerning energy efficiency at cloud appli-
cations are more challenging, the analysis must be made at
run-time, without having to stop the application and consid-
ering the execution time of the application, and with energy
fluctuations, considering different events of the environment
over the application, e.g. different workloads and datacenter’s
temperature. We focus on addressing these challenges by pro-
viding a self-adaptive architecture to adapt cloud applications
for optimizing the energy consumption of the application. This
optimization must concern that the proposal must not have a
significant impact on the energy consumption of the cloud
application itself, when performing its adaptation.

Therefore, in order to address the previous challenges, in
this extended abstract we aim at answering the following
research questions:

• RQ1: Which are the requirements to enable energy
efficiency of cloud applications?

• RQ2: What analysis should be considered to reach
energy efficiency in a cloud environment?

To answer RQ1, we introduce a self-adaptive architecture to
enable energy efficiency of cloud applications (see Figure 1).
It extends the work of Weyns [10]. Weyns presents the ar-
chitecture of SASs into four components: i) Managed System,
which represents the application that should be adapted, ii)
Managing System, which is responsible to decide when and
how adapt the Managed System, iii) Adaptation Goals, which
define what is the adaptation aims, and iv) Environment, which
refers to the external world with which the SAS interacts. To
cope with environment’s changes, adaptations on the managed
system could be required.

The architecture of the managing system can be based on the
MAPE-K (Monitor, Analyse, Plan, Execute and Knowledge)
model [11]. Monitor gathers information from the managed
system and the environment context. Using monitored data,
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Fig. 1. Self-adaptive architecture for energy-efficient cloud applications

Analyze determines if an adaptation of the managed system
is needed or not. Plan decides what is the adaptation strategy
that will address the situation reported by the analysis. Finally,
Execute deploys the adaptation plan into the managed system.
Knowledge refers to all information needed for adapting the
managed system, e.g., model of system architecture, variants
of systems, etc.

Our contribution is represented by white boxes in Figure 1.
Energy Consumption Monitor extends the Monitor component,
it gathers the energy and power consumed by the managed
system, which in our research refers to cloud applications.
Cloud applications are represented by a set of datacenters
running different Docker1 containers. Each container receives
a quantity of available CPUs and this value can be modified
at run-time. Docker CPU configuration has default value as
”unlimited”, it means that we can use all available machine’s
CPU in the cloud provider environment. However, when an
adaptation is performed in the number of CPUs, Docker does
not allow to re-adapt to the ”unlimited” value, so it requires
always a value. We can adapt the number of CPUs considering
as maximum value the CPU limit that was established.

The power consumption of cloud applications is collected
using PowerAPI2 and Scaphandre3 tools. These tools monitor
instantaneous power consumption of cloud applications, using
the collected power consumption we are then able to infer the
energy consumed by cloud applications.

In our proposal, the power values are stored using a
database. PowerAPI stores the power consumption in a Mon-
goDB database. Scaphandre does not provide the same func-
tionality as PowerAPI, the values are stored in memory. Based
on the PowerAPI’s functionality, we collect the power using
Scaphandre and store them in a MongoDB database. To do
that, we collect the power using Prometheus Scaphandre’s
option. After collect the power consumption, using both tools,
a filtering process of the data is necessary to obtain the power
consumption of a specific application by using its process id.

For Analyze, the proposal uses a rule-base approach to
achieve the adaptation goals. One adaptation goal is Decrease

1https://www.docker.com/
2https://powerapi.org/
3https://github.com/hubblo-org/scaphandre

Energy Consumption that focuses on identifying an increase of
the energy consumed by the cloud application that is limited
by a threshold. It triggers adaptations in case this threshold
is violated. Moreover, once the analysis of the monitored
energy consumption is less than an established value, i.e.,
this value represents the lowest energy consumption for the
application that indicates a performing energy, the SAS adapts
to remove the previous adaptations achieving the goal Remove
Adaptations. It allows to avoid working on limits of the cloud
application.

Plan should analyze the variants of the cloud application
and their associated energy consumption to allows the decision
making of the adaptation. Execute should analyze the archi-
tecture and code of the cloud application to adapt it. To adapt
a cloud application, it should be able to receive adaptation
plans to be executed, it is made through actuators, e.g., using
an endpoint to be used by the Execute. As variants of the
cloud application, the literature provides a set of ideas, e.g.,
algorithms to make scheduling and processing of workloads
or host scaling [7], [12], vertically and horizontally [13]. First
experiments that we performed consider to modify the number
of configured CPUs of Docker container. Another experiments
that we executed consider to modify the applications them-self
that were running in Docker containers.

Environment presents the main attributes that are affected by
the cloud application, e.g., Workload and User Satisfaction.
The energy consumption can be related directly with the
workload, once that modifying the workload can impact in
the energy consumption. And the user satisfaction can be
impacted by the adaptations applied by the SAS.

To answer RQ2, one challenge that should be addressed
is to manage the fluctuations of energy consumption when
a software is monitored. These fluctuations do not allow
to use instantaneous values of energy consumption without
considering an error range. So, we plan to execute an empirical
study to evaluate the error range of energy consumption that
is collected through tools such as PowerAPI and Scaphandre.
Our purpose is to determine how much this error is and
how we can manage it. A second challenge is to decide
what is the optimal frequency of the analysis that will not
impact the energy consumption of our proposal. Finally, we



could consider other approaches to infer situations that need
adaptation using historical data.

We are working on applying the proposed architecture to
the TeaStore [14] benchmark microservice to validate our
approach, focusing on analyzing the energy consumption of
the application and of the adaptivity architecture. The bench-
mark is a basic web tea store, providing all the functionalities
of a store and it is already used in the academia, e.g.,
multi-objective of autoscale microservice [15] and monitoring
applications’ dependencies and metrics [16]. Our experimental
evaluation intends to compare the energy consumption of
a cloud application, with a varied workload, in scenarios
where we change the quantity of CPU available in a docker
environment and we make code changes in the application.
The expected results should help to understand how each
adaptation may affect the application and whether energy
consumption reduction is obtained with each one of them.

As a final goal, we expect to deliver a fully usable
self-adaptive architecture, helping developers deliver energy-
efficient applications without requiring adaptations in their
solutions.
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